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What is OpenStack?

• Massively scalable cloud operating system that controls 
large pools of compute, storage and networking 
resources

• Community open source with 17402 members, 2130 
developers and 437 participating organizations across
145 countries

• 20M+ LOC
• Open web-based API Programmatic Infrastructure as a 

Service
• Plug-in architecture accommodates different 

hypervisors, block storage systems, network 
implementations, etc., and is hardware agnostic 
http://www.openstack.org/

http://www.openstack.org/
http://www.openstack.org/


What is OpenStack® Cloud Software? 

• OpenStack Compute: Provision 

and manage large networks of 

virtual machines. Codename Nova.

• OpenStack Storage: Object 

storage (codename Swift) and 

Block storage (codename Cinder) 

for use with servers and 

applications.

• OpenStack Networking: 

Pluggable, scalable, API-driven 

network and IP management.

• Shared Services: Span across 

Compute, Storage and Networking. 

Ex: Image mgmt, Identity mgmt, 

Web User Interface



OpenStack Releases
• OpenStack uses a fixed time release cadence 

• First 2 releases where on a 3 month release cycle

• OpenStack now uses a 6 month release cycle with releases in 
April & October

• Prior to each release a design summit is held for developers 
and the community

• Community meets and to discuss priorities and work for the 
next release

• Release are named alphabetically

• Normally named after a city or county in which the design 
summit is held
Austin

Oct 2010

Bexar

Jan 2011

Cactus

Apr 2011

Diablo

Oct 2011

Essex

Apr 2012

Folsom

Oct 2012

Grizzly

Apr 2013

‘Havana’

Oct 2013

‘Icehouse’

Apr 2014

‘Juno’

Oct 2014

‘Kilo’

Apr 2015



OpenStack Momentum

2014 115k commits

2,130 contributors

4,500 attend summit

2010 Rackspace & NASA start OpenStack

2012 HP Founding member of OpenStack Foundation

2013
910 contributors, 20k commits

Doubled community growth

2011 OpenStack Summit has 600 attendees



OpenStack Basic Components
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OpenStack Compute

KeyStone
Nova-Scheduler

Cinder

Neutron
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Nova-Compute

Nova-api
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Libvirt( 
KVM)

vSphere Hyper-V

Nova compute is the OpenStack component that orchestrates the creation and deletion of 

compute/VM instances

The nova-api accepts and responds to end-

user compute API calls. It also initiates most 

of the orchestration activities (such as running 

an instance) as well as enforcing some 

policies.

The nova-compute process is primarily a 

worker daemon that creates and terminates 

virtual machine instances via hypervisor APIs 

( libvirt for KVM, VMwareAPI for vSphere, 

Hyper-V WMI api for Hyper-V etc.).

The nova-scheduler process takes a virtual 

machine instance request from the queue and 

determines which compute node it should run 

on



Use cases for Multi-Hypervisor Cloud

• Customers want to run various kind of workloads in 
the cloud

– Cloud Native applications

– Enterprise Applications which need HA, Backup/restore

– Dev/Test

• Single Hypervisor cloud is not generally suited for 
this

– Price, Licensing, Enterprise features across hypervisors



What does multiple Hypervisors provide

• KVM is Open Source 

– excellent for running cloud Native applications

– Dev/Test environments

• VMWare VSphere provide HA built in for the 
instances with Cluster as Compute Nodes

– Excellent for running Enterprise applications which 
demand high availability

• Hyper-V for Windows

– Windows on Windows is preferred way to use

– Better licensing for Windows Workloads



OpenStack cloud with Multiple Hypervisors
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Ironic ςBare Metal Service

• OpenStack project incubated from Icehouse release
• Successor of Nova-Baremetal driver

• Does Bare Metal ( Physical ) server Provisioning 
• Separate service 

• Has a lot of non-Nova ( non VM related ) related  
information

• Needs to model/support interactions not applicable in VM 
environments

• Plug-in architecture; allows different vendor drivers for 
their hardware

• Ironic will be INTEGRATED project in Kilo
• Nova-Baremetal is deprecated and deleted in Juno
• Ironic has graduated and will be INTEGRATED project in Kilo



Ironic Architecture



Use cases for Bare Metal in Cloud

• Some of the Workloads require hardware native 
performance

– Database

– Graphics Applications

– HPC, Hadoop Cluster nodes

– Computing tasks that require access to hardware devices 
which can’t be virtualized.

• Customers want to run both Bare Metal and Virtual 
in the same cloud

– Multi tier application where database is hosted on Bare 
Metal and web-tier on Virtual



OpenStack cloud with Multi Hypervisors 
and Bare Metal
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Conclusion

• An OpenStack Cloud with Multiple Hypervisors and 
Ironic bring a lot value to the customers

– Bare Metal and Virtual in same Cloud

– Environment Optimized for  different workloads

– Being bale to utilize existing investment in Virtualization




